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ABSTRACT
Changes in water temperature and ice cover are important for controlling the biogeochemical and
food-web processes of dimictic lakes in temperate regions. To investigate these changes, we
applied a 1-dimensional hydrodynamic lake-ice model to Crystal Lake, a 20 m deep, dimictic
seepage lake in northern Wisconsin, USA, to a period of 23 years (1989–2011). The model,
DYRESM-WQ-I, incorporates the evolution of blue ice, white ice, and snow cover; time-varying ice
and snow albedo; and 2-way coupling across the ice–water interface by incorporating
components of previous ice models embedded in the hydrodynamic component of the
DYRESM-WQ model. A new element of the current model is time-varying sediment heat fluxes,
important to under-ice water temperatures in shallow lakes. Simulations closely reproduce the
observed annual stratification regime and ice phenology with standard errors in temperature of
0.7 °C; total difference of 10–20% in ice thickness compared with measured values; and standard
errors of 0.9 d for ice-on and 1.55 d for ice-off. Under a likely future climate scenario involving
changes in air temperature forecasted to occur by the middle of this century (2055), results
suggest an average reduction in mean ice cover thickness of about 0.18 m and an increase in
surface mixed-layer temperature of up to 3.5 °C over summer. In addition, water levels decreased
by 5.1 m over the simulation period, mostly in response to greater evaporation from higher
surface water temperature in summer. The results have important implications for seepage lakes
in temperate regions, where projected changes in precipitation with climate warming will not
compensate for increased evaporation from the lake surface and the likely alteration in
groundwater flows.
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Introduction

The thermal regime, ice cover phenology, and inter-
related hydrology and biogeochemistry of dimictic
lakes are sensitive to anthropogenically mediated vari-
ations in climate (Magnuson et al. 1997, Weyhenmeyer
et al. 1999, Fang and Stefan 2009). This sensitivity is
related to changes in water temperature (Robertson
and Ragotzkie 1990, Assel and Robertson 1995, Peeters
et al. 2002) and duration and thickness of ice cover
(Robertson et al. 1992, Assel and Robertson 1995, Jensen
et al. 2007). Hutchinson (1975) showed that the temp-
erature stratification regime of dimictic lakes is critical
in controlling the transport and distribution of dissolved
and particulate constituents of the water. Ice cover plays
an important role in lake–atmosphere heat balances
because it greatly increases the surface albedo, which
reduces shortwave radiation absorption by the water,
affects evaporation, and changes the effect of wind on
mixing. Although temperature gradients under ice are
generally small (Ellis et al. 1991, Bengtsson et al. 1996),
the dynamics of the thermal regime under ice and

changes to that regime as a result of climate warming
can affect biogeochemical processes and complex food-
web cycles in lakes (Carpenter et al. 1992, Schindler
et al. 1992, Agbeti and Smol 1995, De Stasio et al.
1996, Stefan et al. 1996, Magnuson et al. 1997, Melack
et al. 1997). In view of these consequences, examining
the impacts of climate change on both thermal regime
and ice cover in dimictic lakes is crucial.

Few applications of hydrodynamic models resolve
lake thermodynamics in combination with formation
and ablation of ice cover, despite the importance of ice
cover for continuous year-to-year simulations of lakes
in colder climates. Models that do not include ice
cover are restricted to simulation of only the open-
water period. An application of DYRESMI (Patterson
and Hamblin 1988) incorporating a sea-ice model (May-
kut and Untersteiner 1971) coupled to a lake mixing
model, DYRESM (Imberger and Patterson 1981), was
used to determine water temperature beneath ice and
predict the accretion and ablation of ice at the ice–
water interface. Another model, MINLAKE96, simulates
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water temperature, ice cover, and snow depth (Gu and
Stefan 1990, Fang et al. 1996, Fang and Stefan 2009) at
a daily time interval. Neither model simulates snow ice
formation due to surface flooding, however, which may
be especially important to heat fluxes to the water col-
umn and resulting winter temperature and circulation
dynamics in mid-latitude lakes (Rogers et al. 1995, Kiril-
lin et al. 2012, Oveisy and Boegman 2014).

Ashton (1986) found that formation of snow ice from
the refreeze of slush (melted snow) is common in ice-
covered lakes. Snow ice has distinct optical and radiative
properties compared with blue ice (or congelation ice)
that forms from freezing water associated with precipi-
tation. The MyLake model, developed by Saloranta and
Andersen (2007), does include snow ice but assumes it
has the same properties as blue ice. Other models, such
as LIMNOS (Vavrus et al. 1996), a model developed by
Liston and Hall (1995), and the General Lake Model
(Bueche et al. 2017) are capable of simulating snow ice
formation, but no validation data have been provided
owing to a lack of separation of blue ice and snow ice
thickness. A modification of DYRESMI by Rogers et al.
(1995) included formation of snow ice and added several
other features, such as snowmelt due to rain, variability
in snow density, and snow albedo and conductivity.
This modified DYRESMI model yields better predictions
of ice/snow cover and under-ice water temperature than
those of an earlier DYRESMI version (Imberger and Pat-
terson 1981), but the model removed vertically resolved
temperature variations through the water column to
reduce computational times. Oveisy and Boegman
(2014) improved the Mixed Lake with Ice (MLI) model
of Rogers et al. (1995) by incorporating 2-way coupling
between water and ice. Nevertheless, sediment heat
flux is considered constant rather than temporally vari-
able, which is important to accurately simulate water
temperatures (Fang and Stefan 1996a, 1996b). Currently,
a model that incorporates temporal heat exchanges
between both ice and water, and sediment and water,
is still needed to resolve lake thermodynamics under
climate change.

Quantitative assessments on the effects of climate
change on physical lake processes, particularly in
small- and medium-sized lakes, are limited by
inadequate spatial resolution in global climate models
(GCMs). Considerable effort has been devoted to exam-
ining trends and variations of climate inWisconsin, USA
(Scheller andMladenoff 2005, Serbin and Kucharik 2009,
Kucharik et al. 2010). One of the key outcomes of this
effort is the Wisconsin Initiative on Climate Change
Impacts (WICCI; http://www.wicci.wisc.edu/index.php),
which produced a regional-scale, daily historical climate
dataset and climate projection by downscaling the

ensemble of outputs of 14 different GCMs to a 0.1° lati-
tude × 0.1° longitude grid over Wisconsin. These down-
scaled data from WICCI are highly suitable to provide a
representative projected future climate at a regional scale
for predicting future climate impacts on Wisconsin lakes.

Our purpose was to address the long-term dynamics
of thermal regime and ice phenology in a dimictic
seepage lake in response to a projected climate scenario.
We incorporated previous ice and snow models into the
existing DYRESM-WQ model (Hamilton and Schladow
1997) and additionally included temporally variable
sediment heat flux. This revised model, DYRESM-WQ-
I, was then employed to run a long-term (i.e., 23 yr)
simulation on a dimictic seepage lake with validation
using measured water temperatures and an extensive
dataset for blue- and white-ice thickness and snow thick-
ness. Furthermore, future climate scenarios were per-
formed using the downscaled climate projection data
from WICCI. Results of climate change effects on lakes
related to ice duration, thermal regime, and resultant
impacts on the biota are discussed with a particular
focus on the hydrological factors (e.g., water levels)
that may affect these assessments.

Study site

Crystal Lake (46°01′N, 89°37′W) is a small (36 700 m2)
lake located in the forested Northern Highland Lake Dis-
trict of northern Wisconsin, USA (Fig. 1). The lake is
dimictic and oligotrophic, with a maximum depth of
20 m, a mean depth of 10.4 m, and high water clarity,
resulting in a relatively deep thermocline in summer.
In a typical year, Crystal Lake freezes over in late

Figure 1. Location and bathymetry (m) of Crystal Lake, WI, with
sampling station denoted by S.
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November (ice-on) and ice breaks up in mid-April (ice-
off; Table 1). The average ice duration is about 3–4
months. Ice data for the lake are available at the North
Temperate Lakes Long Term Ecological Research
(NTL-LTER) Program website (http://lter.limnology.
wisc.edu). The timing and variation in formation and
break-up of ice in Crystal Lake are based on data from
1981 to 2011 (Table 1).

Geologically, the area is dominated by a sandy out-
wash plain consisting of 30–50 m of unconsolidated
sand and coarser till overlying Precambrian igneous bed-
rock. The predominant soils are thin forest soils with
high organic content in the uppermost horizon. The
site is representative of the glacial lake districts common
to the upper Midwest and Canada. Crystal Lake is posi-
tioned at an elevation of 502 m a.s.l. near the groundwater
divide in the Trout Lake basin. Groundwater inflow con-
tributes a small fraction (∼5%) of the total annual water
input, occurring predominantly in the littoral zone
(Kenoyer and Anderson 1989). The lake is classified as
seepage, with no stream inlets or outlets; the hydrological
budget indicates it is precipitation-dominated, and evap-
oration from the lake surface is the major loss term
(Webster et al. 2006). Ice cover limits the duration of evap-
oration, with changes in ice cover impacting the total
evaporation, thus influencing lake levels.

Methods

DYRESM-WQ-I model

A 1-dimensional (1D) representation serves adequately
to resolve the vertical thermal structure for small- to
medium-sized lakes (Imberger and Patterson 1990). In
this study, we added a 3-component ice and snow
model based on Rogers et al. (1995) to the existing 1D
hydrodynamic model, DYRESM-WQ (Hamilton and
Schladow 1997), incorporated variable ice and snow
albedo based on Vavrus et al. (1996), and included a
new component of time-varying sediment heat flux.
The DYRESM-WQ-I model has been employed by
Magee et al. (2016) and Magee and Wu (2017a, 2017b)
to reveal shifts of lake thermal variables and ice cover
for 3 southern Wisconsin Lakes in response to changing
climate.

Hydrodynamic model
The hydrodynamic portion of the model was that of
DYRESM-WQ, which takes fixed data for lake geome-
try, bathymetry, and initial conditions and uses meteor-
ological data, inflow volume and composition, and
outflow volume to resolve the vertical distribution of
temperature and salinity as a series of horizontally
homogeneous layers. The number and size of the layers
were variable depending on resolution required to accu-
rately reproduce the vertical density profile. Model out-
put included temperature at each vertical layer of the
model, water level, and heat fluxes at the lake surface
for each day of simulation. Note that the DYRESM-
WQ model redistributes daily shortwave radiation
input within the model as a sinusoid over the photo-
period, based on lake latitude and time of year (Hamil-
ton and Schladow 1997). Water levels were calculated by
determining the volume of water in the lake at each time
step after additions from direct precipitation and inflow
and subtractions from evaporation and outflow, and
then distributing the water volume for each layer based
on lake bathymetry input. The vertical transfer of heat
in the water column beneath the ice was regulated by a
dynamically assigned thermal diffusion coefficient. The
formulation used in DYRESM-WQ-I produced diffusiv-
ities within the range of measurements by Ellis et al.
(1991), which were 1–3 times greater than molecular
diffusivity. A dynamic light extinction coefficient was
determined from an assigned background level and
from concentrations of appropriate light attenuating con-
stituents of water (e.g., chlorophyll a). Other than fitting
groundwater inflow and outflow so that simulated water
levels matched observed values, the model required no
lake-specific calibration.

Sediment heat flux
Sediment heat transfers are important to water tempera-
tures beneath ice cover (Hutchinson 1975, Ellis et al.
1991, Tsay et al. 1992). We represented this process by
estimating the areal rate of heat transfer from the sedi-
ments to the water column by:

qsed = Ksed
dT
dz

, (1)

where Ksed is the sediment conductivity and dT/dz (z was
defined as positive upward) is the temperature gradient
across the sediment–water interface:

dT
dz

≈ Ts − Tw

zsed
, (2)

where Ts is the sediment temperature, Tw is the water
temperature adjacent to the sediment surface, calculated
by DYRESM-WQ-I at hourly time steps, and zsed is the

Table 1. Timing and duration of ice cover in Crystal Lake based
on measurements during 1981–2011. The years corresponding to
the upper and lower limits of each ice parameter are in
parentheses.

Ice cover index
Mean
(n = 31) SD Range

Ice-on (date) 1 Dec 8.6 17 Nov 1986 to 24 Dec 2001
Ice-off (date) 20 Apr 9.65 29 Mar 2010 to 11 May 1996
Duration (day) 140.4 14.7 106 (1999–2000) – 171 (1995–1996)
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distance beneath the water at which sediment tempera-
ture would increase from Ts to Tw if the variation were
linear. Birge et al. (1927) found that sediment tempera-
tures at 5 m varied little throughout the year in Lake
Mendota. Here we set zsed to be 5 m and fit data
from Birge et al. (1927) to describe the temporal
variation of Ts:

Ts = 9.7+ 2.7sin
2p(D− 151)

TD

[ ]
, (3)

where D is the number of days from the start of the year
and TD is the total number of days for the year of interest
(i.e., 365 or 366). The temporal and vertical variations in
sediment heat fluxes are estimated from the above for-
mulae, in close agreement with previous estimates by
Scott (1964). To reduce computational cost, this model
represents a simplified version of that presented by
Fang and Stefan (1996a), which simulated both ice
cover and the water temperature under the ice.

Ice–snow model
We implemented an ice and snow model based on the
earlier MLI model by Rogers et al. (1995). The ice-
snow model is run on a 1 h time step; however, ice com-
paction, snowfall, and rainfall components of the model
are run at a daily time step because variation for ice pro-
cesses is longer than the time scale of short-term, hourly
meteorological variability. For brevity, only fundamental
equations and those that differ from Rogers et al. (1995)
are shown. To solve the heat transfer equation, the ice
model used a quasi-steady state assumption that the
time scale for heat conduction through the ice is short
relative to the time scale of meteorological forcing (Pat-
terson and Hamblin 1988, Rogers et al. 1995). A Stefan
number <0.1 (defined as the ratio of sensible heat to
latent heat) can validate this assumption (Hill and
Kucera 1983). Based on Rogers et al. (1995), if air temp-
erature is less than −15.9 °C, then the Stefan number is
<0.1, and the assumption is valid. The steady state con-
duction equations, which allocate shortwave radiation
into 2 components, a visible (A1 = 70%) and a near-infra-
red (A2 = 30%) spectral band, are used with a 3-com-
ponent ice model that includes blue ice, snow ice, and
snow (adapted from equation 1 in Rogers et al. 1995;
Fig. 2). Snow ice is generated in response to flooding,
when the mass of snow that can be supported by the
ice cover is exceeded (see equation 13 in Rogers et al.
1995). By assigning appropriate boundary conditions
to the interfaces and solving the quasi-steady state of
heat transfer numerically, the upward conductive heat
flux between the ice or snow cover and the atmosphere,
q0, can be determined. The estimation of q0 involved the
application of an empirical equation (Ashton 1986) to

estimate snow conductivity (Ks) from its density, where
the density of snow was determined (Fig. 3).

The uppermost solid layer (ice or snow) was adjusted
in thickness at the end of each 1 h model time step,
according to the balance of heat budget:

q0(T0)+H(T0) = 0 T0 , Tm

= −rL
dh
dt

T0 = Tm ,
(4)

where L is the latent heat of fusion (see physical con-
stants, Table 2), h is the height of the upper snow or
ice layer, t is time, ρ is the density of the snow or ice
determined from the surface medium properties, T0 is
the temperature at the solid surface, Tm is the melt-
water temperature (0 °C), and H(T0) is the net incoming
heat flux, given by:

H(T0) = Rli − Rlo(T0)+ Qc(T0)+ Qe(T0)

+ Qr(T0), (5)

where and Rli and Rlo are incoming and outgoing long-
wave radiation, Qc and Qe are sensible and evaporative
heat fluxes between the solid boundary and the atmos-
phere, and Qr is the heat flux due to rainfall. These
heat fluxes were derived from standard bulk aerody-
namic formulae in DYRESM-WQ (Hamilton and

Figure 2. Schematic showing heat fluxes in ice/snow model and
between the water and sediment. Q is surface heat flux (o =
shortwave, e = evaporative, c = sensible, r = rainfall), I is short-
wave heat flux (o = immediately below water surface, w = pene-
trating to immediate lower water layer), R is longwave radiation
(li = incoming, lo = outgoing), q is heat flux between layers
(o = ice or snow–atmosphere, f = ice–water, w = water–ice, sed
= sediment–water), T is temperature (o = ice or snow–atmosphere
boundary, s = snow, e = white ice, i = blue ice, w = water, sed =
sediment, m =melt-water), z is elevation, and α is albedo.
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Schladow 1997), with modification for determination of
vapor pressure over ice or snow (Gill 1982) and the
addition of Qr (Rogers et al. 1995). T0 was determined
using a bilinear iteration until surface heat fluxes were
balanced (i.e., q0(T0) =−H(T0)) and T0 was stable
(±0.001 °C). In the presence of ice (or snow) cover, sur-
face temperature T0 > Tm indicates that energy is avail-
able for melting. The amount of energy for melting is
calculated by setting T0 = Tm to determine the reduced
thickness of snow or ice.

Accretion or ablation of ice was determined through
the heat flux at the ice–water interface, qf. Solving for
heat conduction through ice yields:

qf = q0 − A1I0{1− exp (− ls1hs − le1he

− li1hi)}− A2I0{1− exp (− ls2hs − le2he

− li2hi)}− Qsihs, (6)

where I0 is the shortwave radiation penetrating the sur-
face, λ and h are the light attenuation coefficient and
thickness of the ice and snow components, respectively,
designated with subscripts s, i, and e for snow, blue ice,
and snow ice, respectively; Qsi is a volumetric heat flux

for formation of snow ice (given in equation 14 in Rogers
et al. 1995), and subscripts 1 and 2 refer to radiation in
the visible (1) and near-infrared spectra (2) bands. In
this study, we fixed the ice and snow light attenuation
coefficients to the same values as those given by Rogers
et al. (1995), noting the close agreement to measured
values for our study lake.

Reflection of shortwave radiation from the ice or snow
surface is a function of surface temperature and ice and
snow thickness (Table 1; Vavrus et al. 1996) based on
data derived from Scott (1964) for lakes in the Madison,
Wisconsin, area and measurements of sea ice in the cen-
tral Arctic by Maykut (1982). Ice albedo is shown in
equation 7, and snow albedo is provided in equation 8:

Ice albedo

hi.0.5m�
ai=0.6

ai=0.44−0.032Ti

ai=0.44

⎧⎪⎨
⎪⎩

Ti≤−5 ◦C
−5 ◦C,Ti,0 ◦C

Ti=0 ◦C
hi≤0.5m�ai=0.08+0.44h0.28i

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

;

(7)

Figure 3. Decision tree to update ice cover, snow cover, and water depth according to snow compaction, rainfall (P), and snowfall (S) on
each day, and depth of snow cover (hsi) and snow density (ρsi) for the previous day; hs* and ρs* represent depth of snow cover and snow
density, respectively, from compaction of snow before snowfall occurs. Refer to Table 2 for definitions of other variables.
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Snow albedo

as=0.7

as=0.50−0.04Ts

as=0.50

Ti≤−5◦C
−5◦C,Ti,0◦C

Ti=0◦C

as=as(Ts)− 0.1−hs
0.1

( )
[as(Ts)−ai(Ti,hi)], hs≤0.1m

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

;

(8)

Vavrus et al. (1996) previously determined that this
albedo variable is critical to correctly capturing heat
fluxes at the ice/snow–air interface and at the ice–
water interface because it directly influences penetrative
solar radiation through the ice slab. Additionally, the
positive feedback involving decreased albedo and
increased solar penetration through the ice layer is criti-
cal to accurately capturing the rapid decay phase of ice
cover during spring melt (Vavrus et al. 1996). Similarly,
Oveisy and Boegman (2014) found that variable ice and
snow albedo more accurately simulated ice and snow

cover thickness compared to constant ice and snow
albedo on both Harmon Lake and Eagle Lake in Canada.

The imbalance between qf and the heat flux from the
water to the ice, qw, gives the rate of change of ice thick-
ness at the interface with water:

dhi
dt

= qf − qw
riL

, (9)

where ρi is the density of blue ice and qw is given by a
finite difference approximation of the conductive heat
flux from water to ice:

qw = −Kw
DT
Dz

, (10)

where Kw is thermal conductivity, and ΔT is the temp-
erature difference between the surface water and the bot-
tom of the ice across an assigned depth Δz. We adopted a
value for Δz of 0.5 m based on the reasoning given in
Rogers et al. (1995) and the vertical resolution in our
hydrodynamic model (0.125–1.5 m). The method
employed in this model is not the only method applied
throughout the literature, and a wide variation in tech-
niques and values is used to determine the basal heat
flux immediately beneath the ice pack (Harvey 1990).

We used a decision tree to update ice cover, snow
cover, and water depth in the model (Fig. 3). The ice
cover equations were applied when water temperature
first dropped below 0 °C. The ice thickness was set to
its minimum value of 0.05 m, as suggested by Patterson
and Hamblin (1988) and Vavrus et al. (1996). The need
for a minimum ice thickness relates primarily to hori-
zontal variability of ice cover during the formation and
closure periods. The ice cover equations were discontin-
ued, and open-water conditions were restored in the
model when the thermodynamic balance first produced
ice thickness <0.05 m. The effects of snowfall, rainfall,
and compaction of snow were described through a
choice of one of several options, depending on the air
temperature and whether ice or snow is the upper
boundary (Fig. 3). Density of fresh snowfall on ice was
assigned the minimum snow density (ρmin = 50 kg m–3)
while density of snow and precipitation on ice was calcu-
lated as:

rs =
1000∗P

S
, (11)

where ρs is the density of snow on ice, P is rainfall
depth, and S is measured snowfall, with any values
exceeding the assigned maximum snow density (ρs,max

= 300 kg m−3) truncated to the upper limit. The snow
compaction model was based on the exponential decay
formula of McKay (1968), with selection of snow com-
paction parameters based on air temperature (Rogers

Table 2. Values of physical constants and parameters used in the
ice model. Sources of data were (1) Rogers et al. (1995); (2)
measured data for Crystal Lake, (DPH, pers. comm.); (3)
Patterson and Hamblin (1988); (4) Vavrus et al. (1996); (5)
equations presented in this study; (6) parameters taken to be
physical constants; and (7) Ashton (1986).
Parameter Description Value Units Source

λe1 Waveband 1, snow ice
light extinction

3.8 m−1 1, 2

λe2 Waveband 2, snow ice
light extinction

20 m−1 1, 3

λi1 Waveband 1, blue ice
light extinction

1.5 m−1 1, 2, 3

λi2 Waveband 2, blue ice
light extinction

20 m−1 1, 3

λs1 Waveband 1, snow light
extinction

6 m−1 1, 2, 3

λs2 Waveband 2, snow light
extinction

20 m−1 1, 3

Δz Distance of heat transfer,
ice-water

0.039 m 4

ρe Density, snow ice 890 kg m−3 1
ρi Density, blue ice 917 kg m−3 1, 3
ρs Density, snow variable kg m−3 5
cpi Heat capacity, ice 2.1 kJ kg−1 K−1 6
cpw Heat capacity, water 4.2 kJ kg−1 K−1 6
Kc Compaction coefficient variable — 1, 5
Ke Thermal conductivity,

snow ice
2.0 W m−1 K−1 1

Ki Thermal conductivity,
blue ice

2.3 W m−1 K−1 1, 3

Ks Thermal conductivity,
snow

variable W m−1 K−1 7

Ksed Thermal conductivity,
sediment

1.2 W m−1 K−1 1

Kw Thermal conductivity,
water

0.57 W m−1 K−1 1, 3

L Latent heat of fusion 334 kJ kg−1 6
T Daily mean air

temperature
variable oC —
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et al. 1995) as well as on rainfall or snowfall (Fig. 3). The
approach of snow compaction used by Rogers et al.
(1995) was to set the residual snow density to its maxi-
mum value when fresh snowfall occurred. Rogers et al.
(1995) found that inaccuracies in snow compaction
resulted in underprediction of snow thickness because
of increases in snow density that are too rapid under
only light snowfall. To resolve this issue, we used a gra-
dual approach to increasing snow compaction that calcu-
lates intermediate snow density and height of the
residual snow before snowfall occurs, and then calculates
the new snow density and height as a function of the
residual snow and the fresh snowfall:

rs∗ = rsi + Kc(rs, max − rsi); (12)

hs∗ = hsi
rsi
rs∗

( )
; (13)

rs =
(rs∗hs∗ + P)
hs∗ + S

; (14)

hs = hs∗ + S, (15)

where ρs* and hs* represent snow density and depth of
snow cover, respectively, from compaction of snow
before snowfall occurs; ρsi and hsi are snow density and
height for the previous day; ρs,max is the assigned maxi-
mum snow density (300 kg m−3); P is the equivalent
water height; and S is the snowfall for each day.

Data preparation

A broad suite of physical, chemical, and biological data
has been collected routinely in Crystal Lake since 1981
as part of the North Temperate Lakes LTER project
(Magnuson et al. 2006). These data included temperature
profiles taken at 1 m intervals at a central station corre-
sponding to the deepest part of the lake, thickness of ice
cover differentiated into snow ice and blue ice, and snow
depth averaged for 10 measurements randomly chosen
within 20 m of the sampling location. Measurements
were made at 2-week intervals during the open-water sea-
son and at ∼5-week intervals during periods of ice cover.
Photosynthetically active radiation was measured above
the surface and at 1 m intervals through the water column,
and, measurements were also made during ice cover
immediately below the ice. These data were used to deter-
mine a light extinction coefficient assuming that light is
attenuated exponentially according to Beer’s Law. The
above physical data were used to assign initial conditions
for model simulations and to validate the model results.

Crystal Lake is a precipitation-dominated lake, with
groundwater contributing ∼5% of the total annual
water input to the lake and negligible overland flow and

other inputs. Using both measurements and model simu-
lations, Anderson and Cheng (1993) found that ground-
water inflows tended to be somewhat transient and
inflows were negligible during a period of drought (1989–
1991). Based on these observations, we used the following
methodology to develop model input data for total daily
groundwater inflows and outflows. A water balance for
the lake spanning the drought during 1989–1991 was
used to derive the groundwater outflow as the residual
unknown term; the other terms included evaporation, rain-
fall, and water level. The total groundwater outflow was
then distributed daily for this period by weighting the
outflow according to the difference in level between the
lake and the surrounding aquifer, the levels of which were
closely related. This approach was extended to account
for the variation in water level that occurred over the
remainder of the 23-year simulation period, with ground-
water inflows then estimated as the residual term in a
water balance that includes groundwater outflow.Ground-
water temperature was taken from routine measurements
of wells adjacent to the lake (Department of Natural
Resources, WI). Lake water from Crystal Lake and
groundwater from surrounding wells both had notably
low conductivity, so salinity was assumed to be zero.

Meteorological data inputs to the model were taken
from 1989–2011 records at Minocqua Dam and Noble
F. Lee Municipal Airport at Woodruff, both located
about 15 km southwest of the lake. These data, taken at
various subdaily intervals, were averaged over the day to
provide suitable input for model simulations. The data
included air temperature, relative humidity, wind speed,
total daily shortwave radiation, precipitation, snowfall,
and cloud cover (cloud cover measurement began in
2002 at the airport). Total precipitation is the sum of
direct precipitation and conversion of snowfall to water.
During a period when the cloud cover was not measured
(i.e., 1989–2001), cloud cover (as a proxy for longwave
radiation; Imberger and Patterson 1981) was derived
from shortwave radiation based on an empirical relation-
ship. This relationship involved fitting sinusoidal envel-
opes over the year to both extreme low (complete cloud
cover) and extreme high (no cloud cover) values of short-
wave radiation. By comparing the measured shortwave
radiation on any given day to the envelope predictions,
and assuming that shortwave radiation decreased linearly
between the upper and lower cloud cover envelopes, we
thereby estimated the daily cloud cover, with exceptional
low values truncated to 100% cloud cover.

Analysis

Interannual and long-term variations in water tempera-
ture of Crystal Lake were examined using a
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volumetrically weighted mean for each sample day, Tave,
determined as:

Tave =
∑

Ti(Vi − Vi−1)∑
Vi − Vi−1

, (16)

where Ti is the measured water temperature taken in the
center (deepest part) of the lake at depth i, and Vi and
Vi−1 are the cumulative water volumes beneath depths
i and i − 1, respectively. Values of Tave were represented
as points for water column temperature profiles taken
routinely from 1981 to 2011 (Fig. 4). The continuous
line (Tave,mean) was repeated annually to show a mean
value of Tave for each day of the year based on the
1981–2012 profiles and using linear interpolation to gen-
erate data artificially for each day between successive
measurements. A regression of Tave − Tave,mean versus
time of year (for 1981–2012) showed a positive slope
(0.013; i.e., increasing Tm), although this relationship
was not significant at p < 0.05. Variations were noted
between years, however, and Tave in 1992–1997, for
example, tended to be consistently lower than Tave,mean,
particularly when compared with the adjacent 2–3
years (Fig. 4). Temperature profiles were not generally
made at the time of ice-on or ice-off, although 4 profiles
were within 3 d of ice-on, yielding a mean value of Tave =
3.30 (SD 0.41) °C.

Climate change simulations

A regional climate projection downscaling from the
ensemble output of 14 different GCMs at a 0.1° latitude
× 0.1° longitude grid resolution was used for projections
of climate change for Crystal Lake (WICCI). We
obtained the projected monthly mean increase in air
temperature from 1980 to 2055 for the intermediate
greenhouse emission scenario (A1B) based on the lati-
tude and longitude of Crystal Lake. The increase in
annual air temperature for the study lake was found to

be 3.6 °C for the A1B scenario. To address the role of
groundwater flow in the future climate, we performed
a sensitivity analysis by increasing and decreasing
groundwater flow by 10%. Simulations of water tempera-
ture, ice phenology and thickness, and water level based
on measured meteorological data (“base case”) were then
compared against outputs from the climate change simu-
lations for equivalent seasons.

Results

Heat budget

Individual components of the daily surface heat budget
were derived as outputs from the DYRESM-WQ-I
model based on meteorological input data and the pre-
dicted surface water temperature, which was then used
to calculate longwave emission and conductive and
latent heat transfers. Daily inputs of shortwave radiation
for 1990 (Fig. 5) were, as expected, highly variable
because of daily fluctuations in cloud cover, seasonal
variations in radiation, and reduced penetration of radi-
ation during ice cover. The net longwave radiation was
clearly the dominant component of the heat budget in
winter. The annual maximum net heat flux occurred a
few days after ice-off (also shown in other simulation
years), and its occurrence was mainly due to the rela-
tively large temperature difference between the air and
surface water, resulting in greater conductive heat flux.

Water temperature

Simulated water temperatures agreed well with measure-
ments (Fig. 6). The simulations captured observed inter-
annual variations in temperature, such as the relatively
high surface mixed layer (SML) temperatures that
occurred in summers 1995 and 2002, cooler surface
water temperature in the early stage of the stratified
period in 1992, as well as variations occurring within

Figure 4. Volumetrically averaged temperature (Tave) for Crystal Lake for each sample day (points), 1981 to 2012. The continuous line is
repeated annually and shows a mean value of Tave for each day of the year during 1981–2012, derived from linear interpolation
between successive measurements. The repeated shaded area on the horizontal axis represents the measured duration of ice cover
in each season.
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seasons, as illustrated by the 2–3 °C variations that
occurred in the mixed layer during summer 1989. The
differences in water column temperature (δT ) between
the simulation and measurements from 1989 to 2011
(Fig. 6c) show that the mean variation in temperature
between the point measurements and the simulation
was 0.93 °C (0.7 °C standard error [SE], n = 8589),
close to the mean difference in Tave between measure-
ments and simulations (δT = 0.5 [0.38] °C, n = 547).

To further examine details of variations in water
temperature beneath ice cover, we altered the scale to
0–5 °C (Fig. 6) and zoomed in on the measured and
simulated data from 1989 to 1994 (Fig. 7). The adjusted
scale emphasized deviations between measured data and
simulation output. Direct comparison for one winter,
1990–1991 (Fig. 8), displays the difference between
measured and simulated data before and under ice
cover. Results show that before and immediately after
ice-on, the simulation water temperatures matched
well with measured values, but the errors slightly
increased during February. By late March, however, the
simulation predicted lower temperatures than observed.
Overall, the simulations compared well with the

measurements. The simulated volumetrically averaged
water temperature (Tave) at ice-on varied from 1.50 to
3.16 °C (mean = 2.33 °C). Simulated Tave at ice-off is
both warmer (mean = 4.42 °C) and more variable
(range 2.75–5.10 °C), particularly compared to the vari-
ation in temperature at the bottom of the lake (3.25 to
4.44 °C) at ice-off.

Sediment heat flux

The contribution to the model compared to the previous
model is the inclusion of time-varying sediment heat flux
component. Observed and simulated water temperatures
for 3 cases were considered (Fig. 8): time varying sedi-
ment heat flux as described in the methods section, con-
stant sediment heat flux as in Rogers et al. (1995), and no
sediment heat flux. For the case of constant sediment
heat flux, we used a heat transfer rate of 2.8 W m−2, as
in Rogers et al. (1995). Results show that under ice
cover conditions, variable sediment heat flux more close-
ly recreates the thermal profile across all lake depths than
constant heat flux or no sediment heat flux. Before and
immediately following ice-on, sediment heat flux does

Figure 5. Heat fluxes in Crystal Lake for 1990. (a) Shortwave and net longwave fluxes, (b) latent and sensible fluxes, (c) net heat flux. The
shaded area on the lower horizontal axis represents the measured duration of ice cover. The solid line in (c) denotes the zero value.
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not significantly affect the thermal profile. In January
and February, constant sediment heat flux overpredicted
water temperatures at both lower and upper water
depths, whereas in March, constant heat flux underpre-
dicted water temperatures throughout the water column,
illustrating the importance of time-varying sediment
heat fluxes under ice cover.

Ice and snow cover

We summarized the comparison of the timing of ice-on
and ice-off as well as monthly ice and snow thickness
measurements (Table 3) and compared measured and
simulated variations in thickness of blue ice, snow ice,
and total ice (blue ice + snow ice), and snow cover (Fig. 9).

Figure 6. (a) Simulated surface water temperature (dashed red line) and bottom water temperature (solid blue line) on Crystal Lake
from 2 May 1989 through 31 December 2011; (b) measurements; and (c) simulations of temperature in Crystal Lake during the same
period (contour interval is 5 °C); and (d) difference between simulated and measured temperature for each measured value (n = 8589).

Figure 7. (a) Measured and (b) simulated temperatures in Crystal Lake for 1989–1994, with color scale representing 0–5 °C. Regions in
white are >5 °C. The contour interval is 1 °C.
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Note that the model was not calibrated to observed
values for water temperature and ice cover thickness but
adjusted the unmeasured groundwater inflow and
outflow to match simulated lake water levels with those
of observed values during the study period. The model
simulations of total ice thickness were in close agreement,
with <10∼20% difference and a mean absolute difference
of 9 (SE 0.3) cm, n = 63 (Fig. 9c). The model slightly over-
predicted blue ice thickness and underpredicted snow ice
thickness. In summary, DYRESM-WQ-I provided accu-
rate simulations of phenological characteristics of the
ice. Additionally, the measured and simulated ice duration
at extended time scales (Fig. 10) indicate the model
reliably captured the interannual variation of ice duration,
and the results agreed closely with the measurements,
except the extreme winter 1999–2000, which had the
shortest ice cover duration in the past 22 years.

Sensitivity to climate change

A total ice thickness (Fig. 11) comparison of the simu-
lations of base case and A1B scenario during 1989–2011

indicated that the A1B scenario would have thinner ice
than the current base case (∼0.18 m on average) and a
strong interannual variation in ice cover. At the time of
ice-off simulated in the A1B scenario, the base case showed
up to 0.5 m of ice remaining. Ice-on date was on average
10.4 d later in the A1B scenario than in the base case, and
ice-off date was 19.5 d earlier (Table 3). The resultant
reductions in ice duration were well outside the range of
error observed in the base case simulation for 1989–2011.

For the water budget, marked changes in water level
occurred between the base case and the climate change
scenarios A1B, A1B (+10% groundwater), and A1B
(−10% groundwater). Over the 23-year simulation period,
water levels declined to 5.1, 5.9, and 4.0 m lower than the
base case for the A1B, A1B (+10% groundwater), and A1B
(−10% groundwater) scenarios, respectively (Fig. 12).
These changes reflect the increase in evaporation resulting
from the increase in surface water temperatures in the
future climate scenarios and were in marked contrast to
the reproduction of observed water levels in the base
case. Through the sensitivity test, we found that the
effects of decreasing the groundwater flow by 10% in

Figure 8. Observed (open circles) and simulated (solid lines) water temperatures during winter 1990–1991.

Table 3. Timing and thickness of blue ice, snow ice, and snow cover in Crystal Lake based on measurements and (base) simulations
from 2 May 1989 to 31 December 2011. Base and future scenarios are results from DYRESM-WQ-I simulations using observed climatic
conditions (base case) and adjusted air temperatures according to the respective GCMs that reflect doubling of atmospheric CO2.
“Difference” represents departure of simulation results from measurements (for blue ice, snow ice, snow cover, and timing of base
case ice-on and ice-off) or differences in timing of ice cover between base and future climate simulations using DYRESM-WQ.

Variable
(unit, sample size)

Measured Simulated Difference

Mean Range Mean Range Mean SE Range

Blue ice (m, n = 63) 0.29 0.09∼0.61 0.35 0.14∼0.49 0.05 0.014 −0.23∼0.32
Snow ice (m, n = 63) 0.11 0∼0.43 0.07 0∼0.30 −0.031 0.013 −0.32∼0.18
Snow (m, n = 63) 0.11 0∼0.46 0.10 0∼0.27 −0.004 0.009 −0.28∼0.16
Ice-on (d, n = 22), base 3 Dec 21 Nov∼25 Dec 2 Dec 22 Nov∼18 Dec −1.1 0.90 −8∼10
Ice-off (d, n = 22), base 18 Apr 28 Mar∼11 May 20 Apr 4 Apr∼6 May 1.4 1.55 −9∼22
Ice-on (d, n = 22), A1B 12 Dec 28 Nov∼27 Dec 10.4 1.25 4∼24
Ice-off (d, n = 22), A1B 31 Mar 8 Mar∼20 Apr −19.5 2.44 −6 ∼ −45
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Crystal Lake (net groundwater flow is out of the lake) was
equivalent to 21% of the reduction in water level.

Extending the simulation run continuously into a
second season of summer stratification allowed the

effect of an identical initial temperature profile for the
2 simulations to be negated. A consistently higher temp-
erature in the hypolimnion of the A1B scenario was
observed in the second summer (Fig. 13). Comparisons

Figure 9. Measurements (circles) and simulations (lines) of blue ice, snow ice, total ice (blue ice + snow ice) and snow depth for Crystal
Lake from 2 May 1989 to 31 December 2011. The dark circles in (c) denote the ice-on and ice-out dates in each season.

Figure 10.Measurements and simulations (continuous line intersecting filled circles) of ice duration for Crystal Lake during 1989–2011.
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Figure 11. Simulated total ice thickness (positive values) for base case (solid lines) and the A1B scenario (dark dashed lines). The nega-
tive values represent the decrease in thickness in the A1B scenario relative to the base case

Figure 12. Measured and simulated water levels in Crystal Lake from 2 May 1989 to 31 December 2011.

Figure 13. Water temperature in the (a) current and (b) future climate A1B scenario for simulations from 2 May 1989 to 31 December
1990, and (c) change in temperature in the future climate A1B scenario relative to the base case for the same period.
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of temperature between the base case and the A1B scen-
ario showed marked variations, both temporally and
spatially. Open-water conditions were characterized by
increases in water temperature of ∼1–3.5 °C in the
SML for the A1B scenario. These increases were accentu-
ated at mid-depth, particularly in the second season
when the SML was substantially deeper in the A1B scen-
ario. The characteristic deepening of the SML in the first
summer was not repeated in the second, and the differ-
ences remain relatively constant through depth during
the second season. Temperature in the hypolimnion in
the first summer was mostly indicative of the initial
profile and isolation of this region from surface fluxes
during presence of strong stratification, which was
enhanced slightly by increased temperature in the sur-
face layer. As a result, a slight decrease in water tempera-
ture occurred in the hypolimnion in the A1B scenario.
This trend was reversed in the second summer, however,
when at the onset of stratification temperature in the
A1B scenario was elevated considerably over the base
case. In winter, differences were reduced and generally
reversed, when a ∼0 to −1 °C difference characterized
much of the water column.

Discussion

Water temperature modeling

The difference between the simulation results and obser-
vations was acceptable, with the largest consistent devi-
ations in δT (3.2 °C) occurring in the thermocline
region over summer and smaller deviations occurring
in the SML and bottom waters. Standard errors (SE 0.7 °C)
using the DYRESM-WQ-I model compared well with
those of other studies including the Hostetler model
(RMSE = 2 °C; Hostetler and Bartlein 1990) and Minlake
model (SE 1.07 °C for the total simulation period; Fang
and Stefan 1996a). Compared to observations, simu-
lations produced a slight mismatch in thermocline
depths and the timing of stratification onset and over-
turn in some years. The temperature in the lower water
column during fall mixing tended to be warmer than
observations owing to the earlier fall mixing simulated
in the model. Adjustments to mixing parameters used
in DYRESM-WQ were previously shown to reproduce
measured data with greater accuracy (e.g., Jellison et al.
1998). In this case, our inability to differentiate inaccura-
cies in model input data (e.g., local wind speeds) from
inadequate model process representations would effec-
tively mean that improvements in δT would not necess-
arily be related to meaningful process adjustments.
Furthermore, while the use of 1D modeling in this
study is justified based on detailed field measurements

(Bengtsson et al. 1996), the inherently 3D nature of
transport processes beneath ice, particularly in relation
to groundwater and sediment-water heat exchanges,
should not be neglected. Specifically, the existence of bot-
tom currents toward deeper regions of ice-covered lakes
(e.g., Likens and Ragotzkie 1965) may occur through
advective transport of relatively warm (or solute-
enriched) waters from groundwater intrusions closer to
the water surface and conductive and/or porewater
exchanges along the lakebed.

Water temperature under ice

Both measured and simulated data showed a buildup of
relatively warm (∼4 °C) water in the lower part of the
water column during each period of ice cover except
for 1993. The increase in temperature of the bottom
water to >4 °C in late winter produced a brief period
of complete water column mixing except for a layer of
cool water ∼1 m below the ice. This event occurred
immediately before the period of vertically oriented
4 °C isotherms. This feature was not evident in the
measured data collected in Crystal Lake because of lim-
ited sampling frequency throughout the ice-covered
period in each season, but it was observed in Sparkling
Lake (located 7 km west of Crystal Lake) during 2001–
2005 when the water temperature under the ice cover
was collected at higher frequency (hourly) than in the
other lakes (Malm et al. 1997, Zdorovennova 2009).
The near-complete winter mixing prior to ice-off may
have important biogeochemical effects that may exert
short-term rather than progressive stress on organisms,
potentially negating adaptive responses. For example,
this period can be critical for winter fish habitat if unox-
idized organic matter in deeper, anoxic waters is redis-
tributed through all but the thin surface layer adjacent
to ice. The potential then exists for widespread (water
column) oxygen depletion when reaeration is restricted
by ice cover, and temperature in near-surface waters
may be too cold to provide suitable fish habitat.

Ice–snow modeling

Simulated ice and snow thickness match well with
observed values, with largest differences in snow thick-
ness over ice. Minlake (Fang and Stefan 1996a) had simi-
lar but slightly higher errors for ice thickness (11 cm), as
found in this study, as did LIMNOS for ice dates (Vavrus
et al. 1996). A recent study by Magee and Wu (2017a)
reported a similar range of simulated ice and snow thick-
ness for 3 southern lakes in Wisconsin. Errors in ice and
snow cover thickness likely play a role in errors of under-
ice water temperatures, especially during January and
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February. One potential reason for the discrepancy in
snow cover and snow ice thickness between simulated
results and observations (Fig. 8 and 9) is the nonuniform
distribution of snow accumulation. Liston and Hall
(1995) indicated that both the wind speed and direction
can affect snow accumulation, which is important for ice
growth through thermal and snow ice formation mech-
anisms. Bengtsson (1986) showed high spatial variations
in ice and snow depths for lakes similar in size to Crystal
Lake. Previous research has stressed the importance of
accurately simulating ice cover when determining
under-ice water temperatures and circulation patterns
(Kirillin et al. 2012, Yang et al. 2012, Oveisy and Boeg-
man 2014). In mid-latitude lakes, variability of snow
and ice albedo are critical to appropriately capture the
penetration of shortwave solar radiation through ice
and into the water column (Vavrus et al. 1996, Kirillin
et al. 2012, Yang et al. 2012). Additionally, a white-ice
component of the model is necessary because it could
form as much as 16% of total ice thickness during the
winter in some lakes (Yang et al. 2012), and properties
of white-ice cover differ from those of blue-ice cover
(Rogers et al. 1995), affecting heat fluxes to the water col-
umn (Kirillin et al. 2012, Yang et al. 2012). Overall, the
advantage of including ice and snow dynamics in the
hydrodynamic model in this study indicates that simu-
lations can be run for multiple years with the potential
to uncover phenomena not apparent in shorter or dis-
continuous simulations. In our continuous simulations,
an increase in hypolimnion temperature in the second
year contrasted with a slight decrease in the first year
in the GCM scenarios relative to the base case. Peeters
et al. (2002) suggest that the presence of ice cover in
dimictic lakes may make it acceptable to use a discon-
tinuous simulation approach, neglecting heat carry-
over from year to year. Our continuous simulations of
GCM scenarios, however, indicate that previously simu-
lated decreases in hypolimnion temperature with climate
warming (e.g., De Stasio et al. 1996) may be an artifact of
this discontinuous simulation approach.

Thermal regime and ice phenology in response to
the projected climate

Simulations based on the future climate A1B scenarios
show substantial differences from the base case. The
large difference in temperature in the hypolimnion
between the 2 summers of our future climate simulation
(Fig. 13) reinforces conclusions drawn from other studies
(e.g., Robertson and Ragotzkie 1990) that depth and dur-
ation of summer stratification are highly dependent on
spring conditions when thermal stratification develops.
In the second summer stratification period of the future

climate simulation (A1B), the volume of the hypolim-
nion was reduced substantially relative to that in the
base case, and therefore the sediment surface area to
hypolimnetic water volume ratio would increase. This
change, together with increased duration of stratifica-
tion, suggests an increased likelihood of summer anoxia
in hypolimnetic waters. Similar conclusions have been
made in other studies (e.g., De Stasio et al. 1996, Stefan
et al. 1998, Fang and Stefan 2009), but resultant impacts
on summer phytoplankton biomass may be complicated
by complex interactions among physical and biogeo-
chemical factors. For example, increased duration of
anoxia and remobilization of nutrients from sediments
in the hypolimnion can act to enhance phytoplankton
production. Conversely, increased strength and duration
of stratification, greater sedimentation and SML depth,
and associated reduction in mean SML light levels
would have the reverse effect. Conditions under future
climate scenarios generally seem more conducive to pro-
liferation of bloom-forming algae (e.g., cyanobacteria;
Lathrop et al. 1999). These conditions include reduced
turbulence, warmer SML temperature, increased stratifi-
cation, and greater sedimentation losses of nutrients
from the SML. Specific adaptations of cyanobacteria,
such as high Q10 for growth (Reynolds 1997), buoyancy
regulation (Wallace and Hamilton 1999), and potential
to fix nitrogen in some species (Oliver and Ganf 2000)
may be especially advantageous under these conditions
(see Paerl and Huisman 2008).

An important outcome from this study is that for
future climate scenarios, compensatory changes in heat
fluxes (other than conductive heat exchange) or hydrol-
ogy are required to maintain present water levels in Crys-
tal Lake. Latent heat exchange will undoubtedly favor
heat loss from the water surface, but this process was
incorporated in the model and is therefore accounted
for in the future climate simulations. Changes in other
heat fluxes, particularly shortwave and longwave radi-
ation, as well as wind may occur with projected global
warming scenarios, but the direction and magnitude of
these fluxes are still somewhat uncertain (IPCC 2013)
and at times could even be counter directional to changes
from increasing air temperature (Tanentzap et al. 2008).
Direct contributions to the water balance by components
other than evaporation remain the most likely mechan-
ism to alter projected decreases in water level. GCM rain-
fall projections suggest an annual increase of 4.8% for the
A1B climate scenario (downscaled overWI, USA), repre-
senting variations from 38.1 mm based on annual mean
rainfall (1989–2011) for Crystal Lake of 800 mm.
Changes of this magnitude or other observed long-
term changes in precipitation in the region (+2.4% per
decade; Magnuson et al. 1997) may not compensate for
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the projected decreases in water level of +175 and
+260 mm yr−1 under the A1B future climate scenario
with −10% and +10% groundwater input, respectively.
Previous studies indicate that surface runoff into the
lake is negligible, and that most of the water budget
(∼95%) is dominated by direct precipitation and evapor-
ation from the lake surface (Kenoyer and Anderson
1989, Anderson and Cheng 1993), so precipitation-gen-
erated runoff may not be sufficient to compensate for
increases in evaporation over the lake surface. Additional
studies linking surface runoff and groundwater inflow to
the lake hydrodynamic model may be required to fully
assess the response of lake ecosystem to climate changes.

Conclusions

We continuously simulated the ice phenology and water
temperature of Crystal Lake from 2 May 1989 to 31
December 2011 without interruption to investigate the
effects of changing air temperatures on a northern Wis-
consin dimictic lake. Downscaled regional future climate
projections based on the intermediate greenhouse emis-
sions scenario (A1B) for the mid-21st century from
WICCI were used to run future climate scenarios on
Crystal Lake using the DYRESM-WQ-I model. The aver-
age reduction in mean total ice thickness was found to be
∼18 cm. The surface mixed-layer temperature increased
by up to 3.5 °C over summer, and the increased evapor-
ation may cause large water level declines. The decline in
water level resulting from the increased surface water
temperature and evaporation may potentially be the
most important effect of climate warming on this small
seepage lake. Most reporting of climate change effects
on lakes has focused on the effect of decreases in ice dur-
ation, increases in SML layer depth and temperature, and
resultant impacts on the biota, but we suggest that
hydrological factors must now be integrated much
more closely into these assessments.
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